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Background: Dual energy X-ray absorptiometry (DXA) is a preferred modality for 
screening or diagnosis of osteoporosis and can predict the risk of hip fracture. However, 
the DXA test is difficult to implement easily in some developing countries, and fractures 
have been observed before patients underwent DXA. The purpose of this systematic re-
view is to search for studies that predict the risk of hip fracture using artificial intelligence 
(AI) or machine learning, organize the results of each study, and analyze the usefulness 
of this technology. Methods: The PubMed, OVID Medline, Cochrane Collaboration Li-
brary, Web of Science, EMBASE, and AHRQ databases were searched including “hip frac-
tures” AND “artificial intelligence”. Results: A total of 7 studies are included in this study. 
The total number of subjects included in the 7 studies was 330,099. There were 3 studies 
that included only women, and 4 studies included both men and women. One study 
conducted AI training after 1:1 matching between fractured and non-fractured patients. 
The area under the curve of AI prediction model for hip fracture risk was 0.39 to 0.96. 
The accuracy of AI prediction model for hip fracture risk was 70.26% to 90%. Conclu-
sions: We believe that predicting the risk of hip fracture by the AI model will help select 
patients with high fracture risk among osteoporosis patients. However, to apply the AI 
model to the prediction of hip fracture risk in clinical situations, it is necessary to identify 
the characteristics of the dataset and AI model and use it after performing appropriate 
validation.

Key Words: Artificial intelligence · Diagnosis · Hip fractures · Machine learning · Prog-
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INTRODUCTION

Worldwide, 158 million people over the age of 50 are estimated to have a high 
risk of osteoporotic fractures.[1] Thus, 1 in 5 men and 1 in 3 women over the age 
of 50 will experience an osteoporotic fracture.[2] If the high risk of osteoporotic 
fractures due to an aging population continues, it is predicted that the number of 
osteoporotic fractures will double by 2045.[1] After osteoporotic fractures, patients 
suffer reduced quality of life due to chronic pain, functional disability and depen-
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dence, high morbidity and mortality.[3] Especially, elderly 
hip fractures cause a socioeconomic burden in developed 
countries.[4] Therefore, various programs to properly treat 
these patients and prevent re-fracture are being imple-
mented in various countries.[5] However, it may be more 
important to prevent the occurrence of primary fractures 
by diagnosing and treating osteoporosis, the main cause 
of these fractures, at an early stage.

Dual energy X-ray absorptiometry (DXA) is one of the 
preferred modalities for screening or diagnosis of osteopo-
rosis and can predict the risk of hip fracture to some ex-
tent.[6,7] However, a study by Hsieh et al. [8] found that 
80% of patients between the ages of 40 and 90 who had 
visited their institution and had pelvis or spine radiographs 
did not have a DXA test. Also, the DXA test may be difficult 
to implement easily in some developing countries.[1] Al-
though the fracture risk assessment tool (FRAX) can pre-
dict the risk of hip fracture, symptomatic lumbar or occult 
hip fractures and fractures have been observed before pa-
tients underwent DXA.[1] Therefore, if there is no hassle of 
performing additional tests and a method of predicting 
the risk of hip fracture only by taking radiographs is pro-
vided, it will be possible to reduce the radiation exposure 

of patients and reduce additional costs.
Artificial intelligence (AI) or machine learning (ML) is a 

computational modeling tool widely accepted for model-
ing complex real-world health problems.[9] AI has already 
been used in many fields of medicine, such as nephrology, 
microbiology, and radiology, and is being studied in vari-
ous fields such as diagnosis of fractures and prediction of 
clinical courses in orthopedics.[10] Although it is possible 
to predict the risk of hip fracture only with bone mineral 
density (BMD) or clinical factors, the prediction model us-
ing AI can compensate for the shortcomings of existing 
examination methods and handle large numbers of input 
variables simultaneously. Also, if an automated system of 
AI is constructed, there is an advantage that the hassle of 
checking examinations can be solved.[11] However, it seems 
that little is known about the assessment of hip fracture 
risk by AI yet.

Therefore, the purpose of this systematic review is to 
search for studies that predict the risk of hip fracture using 
AI or ML, organize the results of each study, and analyze 
the usefulness of this technology.
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METHODS

1. Study eligibility criteria
Studies were selected based on the following inclusion 

criteria: (1) studies using AI or ML techniques for prediction 
of hip fracture risk, such as femoral neck fracture, intertro-
chanteric fracture, or subtrochanteric fracture; and (2) stud-
ies reporting on a statistical analysis of area under the curve 
(AUC) or accuracy for prediction of hip fracture risk. Studies 
were excluded if they failed to meet the above criteria. 

2. Search methods for identification of studies
The PubMed, OVID Medline, Cochrane Collaboration Li-

brary, Web of Science, EMBASE, and AHRQ databases were 
searched to identify relevant studies published up to June 
2022 with English language restriction. The following search 
terms were used ("hip fractures"[MeSH Terms] OR ("hip"[All 
Fields] AND "fractures"[All Fields]) OR "hip fractures"[All 
Fields] OR ("hip"[All Fields] AND "fracture"[All Fields]) OR 
"hip fracture"[All Fields]) AND ("artificial intelligence"[MeSH 
Terms] OR ("artificial"[All Fields] AND "intelligence"[All Fields]) 
OR "artificial intelligence"[All Fields]). A manual search was 
also conducted for possibly related references. Two authors, 
Yonghan Cha and Jung-Taek Kim, reviewed the titles, ab-
stracts, and full texts of all potentially relevant studies in-
dependently, as recommended by the Cochrane Collabo-
ration. Any disagreement was resolved by the third review-

er, Jun-Il Yoo. We assessed full-text articles of the remain-
ing studies according to the previously defined inclusion 
and exclusion criteria, and then selected eligible articles. 
The reviewers were not blinded to authors, institutions, or 
the publication. 

3. Data extraction 
The following information was extracted from the includ

ed articles: authors, publication year, study period, number 
of patients, sex, age, AI algorithm variables for AI training, 
AUC, or accuracy for prediction of hip fracture risk. 

RESULTS

The initial search identified 123 references from the se-
lected databases. Eighty-two references were excluded by 
screening the abstracts and titles for duplicates, unrelated 
articles, case reports, and systematic reviews. The remain-
ing 45 studies underwent full-text reviews and subsequent-
ly, 38 studies were excluded. Finally, 7 studies are included 
in this study.[8,12-17] The details of the identification of 
relevant studies are shown in the flow chart of the study 
selection process (Fig. 1). 

The total number of subjects included in the 7 studies 
was 330,099 (Table 1). There were 3 studies that included 
only women,[12-14] and 4 studies included both men and 
women.[8,15-17] One study conducted AI training after 1:1 

Fig. 1. The flow chart of the study selection process.

123 of records identified through 
database searching

82 References excluded on basis of titles 
and abstracts

45 Potentially relevant studies

12 Studies retrieved for the full text

7 Studies met inclusion criteria
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     16 Prediction of mortality risk
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matching between fractured and non-fractured patients.
[17] 

The AI algorithm used for prediction of hip fracture risk 
was very diverse, such as Artificial Neural Network, support 
vector machine, and K-nearest neighbors, etc. (Table 2). In 
addition, the variables used for AI training included not 
only demographic factors such as age, sex, body mass in-
dex, and past medical history, but also socioeconomic fac-
tors such as income level and education level. Also, Villam-
or et al. [12] used geometrical factors of femur from finite 
element analysis with patient’s demographic factors for AI 
training. Hsieh et al. [8] used pelvis and lumbar spine ra-
diographs and DXA as variables for hip fracture risk predic-
tion. The AUC of AI prediction model for hip fracture risk 
was 0.39 to 0.96. The accuracy of AI prediction model for 
hip fracture risk was 70.26% to 90%.

DISCUSSION

The identification of high-risk individuals for hip fracture 
is clinically and socioeconomically important, because it 
could facilitate early intervention to reduce the burden of 
hip fracture in the general population.[13] However, osteo-

porosis is a silent disease that progresses before osteopo-
rotic fractures.[18] After fracture has occurred, it increases 
mortality and morbidity in affected patients. Therefore, pop-
ulation-based screening is essential to identifying at-risk 
patients and implementing preventive services. But, pre-
diction of hip fracture is very difficult, because it is influ-
enced by multiple risk factors. Known risk factors for hip 
fracture are low BMD, previous history of hip fracture, fe-
male, advanced age, lower body weight and physical activ-
ity, sarcopenia, alcohol consumption, and smoking, etc.[19] 
Although the most clinically important risk factor is low 
BMD, considering BMD and other clinical factors together 
for predicting fracture risk can increase accuracy.[13] How-
ever, as in FRAX, the assessment of hip fracture risk using 
conventional methods may not include several important 
factors.[11] On the other hand, hip fracture prediction us-
ing ML can handle large numbers of input variables simul-
taneously and consider invisible relationships between vari-
ables.[11] Also, as Kruse et al. [16] showed in their study, 
there is an advantage of not having to go through input 
work by clinicians if the system is built to automatically an-
alyze clinical data or image data in the AI model. 

BMD and FRAX are commonly used as key tools for as-

Table 1. Study, study period, demographic data of included studies

References Year Study period Subjects Total number of 
patients

Number of hip Fx 
patients (%)

Age  
(mean±SD)

Number of  
female (%)

Hsieh et al. [8] 2021 2006–2020 Aged 40–90 years who 
underwent hip and 
spine radiographs

23,339 
(hip=5,164; 

spine=18,175)

No description Hip=72.2±11.2; 
Spine=67.1±10.6

Hip=3,997 (77.4);
Spine=14,469 

(79.6)

Engels et al. [15] 2020 April 2008– 
March 2014

>65 years of age 288,086 7,644 (2.7) 75.67±6.2 140,709 (48.8)

Villamor et al. [12] 2020 No description Postmenopausal women 137 89 (65.0)     81.4±6.95 137 (100.0)

Ho-Le et al. [13] 2017 No description Women >60 years of 
age

1,167 90 (7.7) No Fx=69.1±6.4;  
Hip Fx=76.8±7.5

1,167 (100.0)

Kruse et al. [16] 2017 1996–2006 Danish National Patient 
Registry

5,439 (men=717; 
women=4,722)

340 (6.3) 
(men=47;  

women=293)

• Men: no Fx=61.8;  
hip Fx=69.3

• Women: no Fx=59.7; 
hip Fx=74.5

4,722 (86.8)

Jiang et al. [14] 2015 No description Postmenopausal women 11,497 186 (1.6) • AI training group: 
no Fx=62±7; hip 
Fx=68.8±6.9

• AI validation group: 
no Fx=62±7.2; hip 
Fx=69.5±5.7

11,497 (100.0)

Tseng et al. [17] 2013 April 2004– 
January 2006

>60 years of age 434 217 (50.0) 
(men=68;  

women=149)

• Men: no Fx=78.4±7.9; 
hip Fx=70±7.4

• Women: no Fx=77.8±
6.8; hip Fx=80.7±7.8

298 (68.7)

SD, standard deviation; Fx, fracture; AI, artificial intelligence. 
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sessing hip fracture risk in clinical practice. However, sever-
al studies have reported using statistical regression analy-
sis to predict hip fracture occurrence based on demograph-
ic factors of patients. Aldieri et al. [20] reported on the pre-
diction of hip fracture using logistic regression analysis with 
demographic data (such as age, weight, and height), BMD, 

and quantitative computed tomography (QCT) data in a 
cohort of 100 Caucasian postmenopausal women aged 55 
or older. Their study showed AUC values ranging from 0.64 
to 0.92 depending on the combination of QCT data shape 
and intensity.[20] Baker-LePain et al. [21] conducted pre-
diction analysis for hip fracture using a statistical technique 

Table 2. Prediction model of artificial intelligence and results of prediction for hip fracture risk in included studies

References AI algorithm Training variables for AI AUC for prediction of hip Fx risk Accuracy for prediction 
of hip Fx risk

Hsieh et al. [8] No description Pelvis and lumbar spine radiographs 
and DEXA

10-year risk=0.96 10-year risk=90

Engels et al. 
[15]

LR, Random Forest, SVM, 
RUSBoost, SuperLearn-
er, XGBoost

Age, gender, prior fx history, medi-
cation use within administrative 
claims data

4-year risk: LR=0.695–0.704; Random For-
est=0.685; SVM=0.650; RUSBoost=0.702; 
SuperLearner=0.698; XGBoost=0.703

No description

Villamor et al. 
[12]

SVM, LR, ANN, Random 
Forest

Age, height, weight, BMI, BMD, 
geometrical factors of femur from 
FEA

No description SVM=78.35, 
LR=73.09, 
ANN=70.26, Ran-
dom Forest=73.34

Ho-Le et al. 
[13]

LR, ANN, KNN, SVM BMD, fx history, frequency of falls 
during the previous 12 months, 
calcium intakes, alcohol consump-
tion, cigarette, metabolic equiva-
lent index, height, weight

No description 10-year hip fx risk: 
ANN=87.3, 
LR=81.5, KNN=79.4, 
SVM=81.5

Kruse et al. 
[16]

Xtreme Gradient Boosting, 
Conditional Inference 
Random Forest, Gener-
alized Additive Model, 
ADABoost, Random 
Forest, Generalized 
Linear Model, Bagged 
Multivariate Adaptive 
Regression Splines, 
Bayesian Generalized 
Linear Model, Bagged 
Flexible Discriminant, 
Bagged Tree, LR, Classi-
fication Tree, Stochastic 
Gradient Boosting, KNN

Medication use, total medication 
costs, ICD-10 codes, maximum 
length in years from occurrence to 
the scan date, CCI, yearly income, 
primary medical visit count and 
costs during both the prior and 
post periods, education level, job, 
ethnicity, age, sex, height, BMI, 
DEXA

• 5-year hip fx risk in women: Xtreme Gradi-
ent Boosting=0.92; Random Forest=0.91; 
Bagged Flexible Discriminant=0.91; 
Bagged Multivariate Adaptive Regres-
sion Splines=0.91; Generalized Additive 
Model=0.89; Conditional Inference Random 
Forest=0.86; Bagged Tree=0.87; LR=0.86; 
Generalized Linear Model=0.85; KNN=0.83

• 5-year hip fx risk in men: Xtreme Gradi-
ent Boosting=0.89; Conditional Inference 
Random Forest=0.88; Generalized Additive 
Model=0.89; ADABoost=0.84; Random For-
est=0.81; Generalized Linear Model=0.83; 
Bagged Multivariate Adaptive Regression 
Splines=0.80; Bayesian Generalized Linear 
Model=0.77; Bagged Flexible Discrimi-
nant=0.74; Bagged Tree=0.68; LR=0.58; 
Classification Tree=0.57; Stochastic Gradi-
ent Boosting=0.39

No description

Jiang et al. 
[14]

SVM Ethnicity, self-reported health, fx 
history, physical activity, smoking 
status, parent broke hip, cortico-
steroid use, diabetes treatment, 
age, height, weight, BMD, hip 
geometry

0.881 No description

Tseng et al. 
[17]

ANN Monthly income, weight, height, 
leisure-time physical activity, 
MMSE score, peak expiratory 
flow rate, hand grip strength, 
BMD

0.868 No description

AI, artificial intelligence; LR, logistic regression; SVM, support vector machine; XGBoost, extreme gradient boosting; ANN, artificial neural network; 
KNN, K-nearest neighbor; ADABoost, adaptive boosting; DEXA, dual-energy X-ray absorptiometry; BMI, body mass index; BMD, bone mineral density; 
FEA, finite element analysis; ICD-10, International Classification of Diseases, tenth revision; CCI, Charlson Comorbidity Index; MMSE, Mini-Mental State 
Examination; AUC, area under the curve; Fx, fracture.
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called Active Shape Modeling in a cohort of 168 individu-
als aged 65 or older who had experienced hip fractures 
and 231 individuals who had not. The reported AUC values 
ranged from 0.631 to 0.835 in their studies.[21] Through 
these 2 studies, it was demonstrated that traditional statis-
tical analysis using a well-combined set of variables can 
achieve accuracy similar to AI-based prediction. However, 
a limitation of such statistical analyses is that the selection 
of variables ultimately relies on human decision-making, 
making it challenging to establish a fully automatic system. 
In the studies included in our review, the reported AUC val-
ues ranged from 0.39 to 0.96, suggesting that AI models 
have the potential to achieve very high AUC values com-
pared to previous studies utilizing traditional statistical anal-
yses. However, direct comparisons between traditional 
statistical analysis and AI prediction in terms of accuracy 
for hip fracture prediction have not been made yet, indi-
cating the need for further research.

Considering the results of the studies included in this re-
view, AUC and accuracy for prediction of hip fracture risk 
by AI ranged from low to high. This seems to be because 
the variables and AI algorithms used are very diverse. These 
reports also make it difficult for clinicians to determine 
which model is the best. Therefore, when evaluating the 
results of studies on the prediction of hip fracture risk us-
ing the AI model, the following should be considered. The 
first is to check whether external validation is present. Kruse 
et al. [16] argued that it could be very dangerous to report 
the results after training using one AI model or dataset. 
They also said that some studies have reported the results 
of prediction models without external validation, and these 
problems are not well known. The second factor to pay at-
tention to in hip fracture prediction analysis using AI mod-
el is overfitting. Ho-Le et al. [13] reported that overfitting 
could be a problem in any AI models, and that the number 
of hip fractures per risk factor was >10 to prevent overfit-
ting. They argued that the consistency between training 
and test results of AI algorithm models is important to de-
termine whether over-fitting is occurring. A third consider-
ation is the problem of handling missing data in the datas-
et used for AI training. A lot of data is required for AI train-
ing, and especially big database facilitates this. However, 
not all patients in the database have all the data. Therefore, 
it is advisable to check whether techniques for missing data 
such as imputation are used. However, Jiang et al. [14] re-

ported that these techniques were not necessary because 
the purpose of their study was primarily to demonstrate 
the potential increase in predictive ability by combining 
clinical and computational data. 

There are several limitations to our study. First, we did 
not consider the degree of training of AI algorism. Second, 
because the occurrence of hip fractures in the elderly is 
multifactorial and influenced by various latent factors, we 
did not take into account the number and types of vari-
ables used in the prediction model when interpreting the 
study results. As a result of these influences, the AUC and 
accuracy values of the AI model are found to be diverse. 
Third, we have not been able to conclude which AI model 
is the most accurate for prediction of hip fracture yet. Fourth, 
the observed hip fracture rates in the 7 studies included in 
our systematic review exhibit significant variation. This sug-
gests a high heterogeneity among the patients included in 
each study, which could potentially impact the accuracy of 
AI predictions for hip fractures.

We believe that predicting the risk of hip fracture by the 
AI model will help select patients with high fracture risk 
among osteoporosis patients. However, to apply the AI mod-
el to the prediction of hip fracture risk in clinical situations, 
it is necessary to identify the characteristics of the dataset 
and AI model and use it after performing appropriate vali-
dation.
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